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A SPECTRAL METHOD FOR THE EIGENVALUE PROBLEM
FOR ELLIPTIC EQUATIONS ∗

KENDALL ATKINSON† AND OLAF HANSEN‡

Abstract. Let Ω be an open, simply connected, and bounded region inR
d, d ≥ 2, and assume its boundary∂Ω

is smooth. Consider solving the eigenvalue problemLu = λu for an elliptic partial differential operatorL overΩ
with zero values for either Dirichlet or Neumann boundary conditions. We propose, analyze, and illustrate a ‘spectral
method’ for solving numerically such an eigenvalue problem. This is an extension of the methods presented earlier
by Atkinson, Chien, and Hansen [Adv. Comput. Math, 33 (2010), pp. 169–189, and to appear].
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1. Introduction. We consider the numerical solution of the eigenvalue problem

(1.1) Lu(s) ≡ −
d∑

k,ℓ=1

∂

∂sk

(
ak,ℓ(s)

∂u(s)

∂sℓ

)
+ γ(s)u(s) = λu(s), s ∈ Ω ⊆ R

d,

with the Dirichlet boundary condition

(1.2) u(s) ≡ 0, s ∈ ∂Ω,

or with Neumann boundary condition

(1.3) Nu(s) ≡ 0, s ∈ ∂Ω,

where the conormal derivativeNu(s) on the boundary is given by

Nu(s) :=

d∑

j,k=1

aj,k(s)
∂u

∂sj

~nk(s),

and~n(s) is the inside normal to the boundary∂Ω at s. Assumed ≥ 2. Let Ω be an open,
simply-connected, and bounded region inR

d, and assume that its boundary∂Ω is smooth and
sufficiently differentiable. Similarly, assume the functionsγ(s) andai,j(s), 1 ≤ i, j ≤ d,
are several times continuously differentiable overΩ. As usual, assume the matrix
A(s) = [ai,j(s)] is symmetric and satisfies the strong ellipticity condition,

(1.4) ξTA(s)ξ ≥ c0ξ
Tξ, s ∈ Ω, ξ ∈ R

d,

with c0 > 0. For convenience and without loss of generality, we assumeγ(s) > 0, s ∈ Ω; for
otherwise, we can add a multiple ofu(s) to both sides of (1.1), shifting the eigenvalues by a
known constant.

In the earlier papers [5] and [6], we introduced a spectral method for the numerical
solution of elliptic problems overΩ with Dirichlet and Neumann boundary conditions, re-
spectively. In the present work, this spectral method is extended to the numerical solution of
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the eigenvalue problem for (1.1), (1.2) and (1.1), (1.3). We note, again, that our work applies
only to regionsΩ with a boundary∂Ω that is smooth.

There is a large literature on spectral methods for solving elliptic partial differential equa-
tions; for example, see the books [10, 11, 12, 17, 26]. The methods presented in these books
use a decomposition and/or transformation of the region andproblem so as to apply one-
variable approximation methods in each spatial variable. In contrast, the present work and
that of our earlier papers [5, 6] use multi-variable approximation methods. During the past
20 years, principally, there has been an active developmentof multi-variable approximation
theory, and it is this which we are using in defining and analyzing our spectral methods. It
is not clear as to how these new methods compare to the earlierspectral methods, although
our approach is rapidly convergent; see Section4.2 for a numerical comparison. This paper
is intended to simply present and illustrate these new methods, with detailed numerical and
computational comparisons to earlier spectral methods to follow later.

The numerical method is presented in Section2, including an error analysis. Implemen-
tation of the method is discussed in Section3 for problems in bothR2 andR

3. Numerical
examples are presented in Section4.

2. The eigenvalue problem.Our spectral method is based on polynomial approxima-
tion on the unit ballBd in R

d. To transform a problem defined onΩ to an equivalent problem
defined onBd, we review some ideas from [5, 6], modifying them as appropriate for this
paper.

Assume the existence of a function

(2.1) Φ : Bd
1−1−→
onto

Ω

with Φ a twice–differentiable mapping, and letΨ = Φ−1 : Ω
1−1−→
onto

Bd. Forv ∈ L2 (Ω), let

(2.2) ṽ(x) = v (Φ (x)) , x ∈ Bd ⊆ R
d,

and conversely,

(2.3) v(s) = ṽ (Ψ (s)) , s ∈ Ω ⊆ R
d.

Assumingv ∈ H1 (Ω), we can show that

∇xṽ (x) = J (x)
T ∇sv (s) , s = Φ (x) ,

with J (x) the Jacobian matrix forΦ over the unit ballBd,

J(x) ≡ (DΦ) (x) =

[
∂ϕi(x)

∂xj

]d

i,j=1

, x ∈ Bd.

To use our method for problems over a regionΩ, it is necessary to know explicitly the func-
tionsΦ andJ . We assume

detJ(x) 6= 0, x ∈ Bd.

Similarly,

∇sv(s) = K(s)T∇xṽ(x), x = Ψ(s),

with K(s) the Jacobian matrix forΨ overΩ. By differentiating the identity

Ψ (Φ (x)) = x, x ∈ Bd,
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we obtain

K (Φ (x)) = J (x)
−1
.

Assumptions about the differentiability of̃v (x) can be related back to assumptions on the
differentiability ofv(s) andΦ(x).

LEMMA 2.1. If Φ ∈ Ck
(
Bd

)
andv ∈ Cm

(
Ω

)
, thenṽ ∈ Cq

(
Bd

)
with

q = min {k,m}.
Proof. A proof is straightforward using (2.2).

A converse statement can be made as regardsṽ, v, andΨ in (2.3).
Consider now the nonhomogeneous problemLu = f ,

(2.4) Lu(s) ≡ −
d∑

k,ℓ=1

∂

∂sk

(
ak,ℓ(s)

∂u(s)

∂sℓ

)
+ γ(s)u(s) = f(s), s ∈ Ω ⊆ R

d.

Using the transformation (2.1), it is shown in [5, Thm 2] that (2.4) is equivalent to

−
d∑

k,ℓ=1

∂

∂xk

(
ãk,ℓ(x) det (J(x))

∂ṽ(x)

∂xℓ

)
+ [γ̃(x) det J(x)] ũ(x)

= f̃ (x) detJ(x), x ∈ Bd,

with the matrixÃ (x) ≡ [ãi,j(x)] given by

(2.5) Ã (x) = J (x)−1A (Φ (x))J (x)−T .

The matrixÃ satisfies the analogue of (1.4), but overBd. Thus the original eigenvalue prob-
lem (1.1) can be replaced by

(2.6)
−

d∑

k,ℓ=1

∂

∂xk

(
ãk,ℓ(x) det (J(x))

∂ũ(x)

∂xℓ

)
+ [γ̃(x) det J(x)] ũ(x)

= λũ(x) det J(x), x ∈ Bd.

As a consequence of this transformation, we can work with an elliptic problem defined over
Bd rather than over the original regionΩ. In the following we will use the notationLD and
LN when we like to emphasize the domain of the operatorL, so

LD : H2(Ω) ∩H1
0 (Ω) → L2(Ω)

LN : H2
N (Ω) → L2(Ω)

are invertible operators; see [21, 28]. HereH2
N (Ω) is defined by

H2
N (Ω) = {u ∈ H2(Ω) : Nu(s) = 0, s ∈ ∂Ω}.

2.1. The variational framework for the Dirichlet problem. To develop our numerical
method, we need a variational framework for (2.4) with the Dirichlet conditionu = 0 on∂Ω.
As usual, multiply both sides of (2.4) by an arbitraryv ∈ H1

0 (Ω), integrate overΩ, and apply
integration by parts. This yields the problem of findingu ∈ H1

0 (Ω) such that

(2.7) A (u, v) = (f, v) ≡ ℓ (v) , for all v ∈ H1
0 (Ω) ,
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with

(2.8) A (v, w) =

∫

Ω




d∑

k,ℓ=1

ak,ℓ(s)
∂v(s)

∂sℓ

∂w(s)

∂sk

+ γ(s)v(s)w(s)



 ds, v, w ∈ H1
0 (Ω) .

The right side of (2.7) uses the inner product(·, ·) of L2 (Ω). The operatorsLD andA are
related by

(2.9) (LDu, v) = A (u, v) , u ∈ H2 (Ω) , v ∈ H1
0 (Ω) ,

an identity we use later. The functionA is an inner product and it satisfies

(2.10) |A (v, w)| ≤ cA ‖v‖1 ‖w‖1 , v, w ∈ H1
0 (Ω) ,

(2.11) A (v, v) ≥ ce‖v‖2
1, v ∈ H1

0 (Ω) ,

for some positive constantscA andce. Here the norm‖ · ‖1 is given by

(2.12) ‖u‖2
1 :=

∫

Ω

[
d∑

k=1

(
∂u(s)

∂sk

)2

+ u2(s)

]
ds.

Associated with the Dirichlet problem

LDu(s) = f(s), x ∈ Ω, f ∈ L2 (Ω) ,(2.13)

u(s) = 0, x ∈ ∂Ω,(2.14)

is the Green’s function integral operator

(2.15) u(s) = GDf(s).

LEMMA 2.2. The operatorGD is a bounded and self–adjoint operator fromL2 (Ω) into
H2 (Ω) ∩ H1

0 (Ω). Moreover, it is a compact operator fromL2 (Ω) into H1
0 (Ω), and more

particularly, it is a compact operator fromH1
0 (Ω) intoH1

0 (Ω).
Proof. A proof can be based on [15, Sec. 6.3, Thm. 5] together with the fact that the

embedding ofH2 (Ω) ∩ H1
0 (Ω) into H1

0 (Ω) is compact. The symmetry follows from the
self–adjointness of the original problem (2.13)–(2.14).

We convert (2.9) to

(2.16) (f, v) = A (GDf, v) , v ∈ H1
0 (Ω) , f ∈ L2 (Ω) .

The problem (2.13)–(2.14) has the following variational reformulation: findu ∈ H1
0 (Ω)

such that

(2.17) A (u, v) = ℓ(v), ∀v ∈ H1
0 (Ω) .

This problem can be shown to have a unique solutionu by using the Lax–Milgram Theorem
to imply its existence; see [8, Thm. 8.3.4]. In addition,

‖u‖1 ≤ 1

ce
‖ℓ‖

with ‖ℓ‖ denoting the operator norm forℓ regarded as a linear functional onH1
0 (Ω).
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2.2. The variational framework for the Neumann problem. Now we present the vari-
ational framework for (2.4) with the Neumann conditionNu = 0 on ∂Ω. Assume that
u ∈ H2(Ω) is a solution to the problem (2.4),(1.3). Again, multiply both sides of (2.4) by
an arbitraryv ∈ H1 (Ω), integrate overΩ, and apply integration by parts. This yields the
problem of findingu ∈ H1 (Ω) such that

(2.18) A (u, v) = (f, v) ≡ ℓ (v) , for all v ∈ H1 (Ω) ,

with A given by (2.8).The right side of (2.18) uses again the inner product ofL2 (Ω). The
operatorsLN andA are now related by

(2.19) (LNu, v) = A (u, v) , v ∈ H1 (Ω) ,

andu ∈ H2(Ω) which fulfills Nu ≡ 0. The inner productA satisfies the properties (2.10)
and (2.11) for functionsu, v ∈ H1(Ω).

Associated with the Neumann problem

LNu(s) = f(s), x ∈ Ω, f ∈ L2 (Ω) ,(2.20)

Nu(s) = 0, x ∈ ∂Ω,(2.21)

is the Green’s function integral operator

u(s) = GNf(s).

LEMMA 2.3. The operatorGN is a bounded and self–adjoint operator fromL2 (Ω) into
H2 (Ω). Moreover, it is a compact operator fromL2 (Ω) intoH1 (Ω), and more particularly,
it is a compact operator fromH1 (Ω) intoH1 (Ω).

Proof. The proof uses the same arguments as the proof of Lemma2.2.
We convert (2.19) to

(f, v) = A (GNf, v) , v ∈ H1 (Ω) , f ∈ L2 (Ω) .

The problem (2.20)–(2.21) has the following variational reformulation: findu ∈ H1 (Ω)
such that

(2.22) A (u, v) = ℓ(v), ∀v ∈ H1 (Ω) .

This problem can be shown to have a unique solutionu by using the Lax–Milgram Theorem
to imply its existence; see [8, Thm. 8.3.4]. In addition,

‖u‖1 ≤ 1

ce
‖ℓ‖

with ‖ℓ‖ denoting the operator norm forℓ regarded as a linear functional onH1 (Ω).

2.3. The approximation scheme.Denote byΠn the space of polynomials ind variables
that are of degree≤ n: p ∈ Πn if it has the form

p(x) =
∑

|i|≤n

aix
i1
1 x

i2
2 . . . xid

d ,

with i a multi–integer,i = (i1, . . . , id), and|i| = i1 + · · · + id. OverBd, our approximation
subspace for the Dirichlet problem is

X̃D,n =
{(

1 − ‖x‖2
2

)
p(x) | p ∈ Πn

}
,
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with ‖x‖2
2 = x2

1 + · · · + x2
d. The approximation subspace for the Neumann problem is

X̃N ,n = Πn.

(We use hereN to make a distinction between the dimension ofX̃N ,n; see below, and the
notation for the subspace.) The subspacesX̃N ,n andX̃D,n have dimension

N ≡ Nn =

(
n+ d

d

)
.

However our problem (2.7) is defined overΩ, and thus we use modifications of̃XD,n and
X̃N ,n,

XD,n =
{
ψ (s) = ψ̃ (Ψ (s)) : ψ̃ ∈ X̃D,n

}
⊆ H1

0 (Ω) ,(2.23)

XN ,n =
{
ψ (s) = ψ̃ (Ψ (s)) : ψ̃ ∈ X̃N ,n

}
⊆ H1 (Ω) .

In the following, we avoid the indexD andN if a statement applies to either of the subspaces
and write justX̃n and similarlyXn. This set of functionsXn is used in the initial definition
of our numerical scheme and for its convergence analysis; but the simpler spacẽXn is used
in the actual implementation of the method. They are two aspects of the same numerical
method.

To solve (2.17) or (2.22) approximately, we use the Galerkin method with trial spaceXn

to findun ∈ Xn for which

A (un, v) = ℓ(v), ∀v ∈ Xn.

For the eigenvalue problem (1.1), findun ∈ Xn for which

(2.24) A (un, v) = λ (un, v) , ∀v ∈ Xn.

Write

(2.25) un (s) =
N∑

j=1

αjψj (s)

with {ψj}N

j=1 a basis ofXn. Then (2.24) becomes

(2.26)
N∑

j=1

αjA (ψj , ψi) = λ

N∑

j=1

αj (ψj , ψi) , i = 1, . . . , N.

The coefficients can be related back to a polynomial basis forX̃n and to integrals over

Bd. Let
{
ψ̃j

}
denote the basis of̃Xn corresponding to the basis{ψj} for Xn. Using the

transformations = Φ(x),

(ψj , ψi) =

∫

Ω

ψj (s)ψi (s) ds

=

∫

Bd

ψ̃j (x) ψ̃i (x) |detJ (x)| dx,
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A (ψj , ψi) =

∫

Ω




d∑

k,ℓ=1

ak,ℓ (s)
∂ψj(s)

∂sk

∂ψi(s)

∂sℓ

+ γ(s)ψj(s)ψi(s)



 ds

=

∫

Ω

[
{∇sψi (s)}T

A(s) {∇sψj (s)} + γ(s)ψj(s)ψi(s)
]
ds

=

∫

Ω

[{
K(Φ (x))T∇xψ̃i (x)

}T
A (Φ (x))

{
K(Φ (x))T∇xψ̃j (x)

}

+γ̃(x)ψ̃j(x)ψ̃i(x)
]
|detJ (x)| dx

=

∫

Bd

[
∇xψ̃i (x)

T
Ã(x)∇xψ̃j (x) + γ̃(x)ψ̃i (x) ψ̃j (x)

]
|detJ (x)| dx,

with the matrixÃ(x) given in (2.5). With these evaluations of the coefficients, it is straight-
forward to show that (2.26) is equivalent to a Galerkin method for (2.6) using the standard
inner product ofL2 (Bd) and the approximating subspacẽXn.

2.4. Convergence analysis.In this section we will useG to refer to either of the Green
operatorsGD or GN . In both casesG is a compact operator from a subspaceY ⊂ L2(Ω) into
itself. We haveY = H1

0 (Ω) in the Dirichlet case andY = H1(Ω) in the Neumann case. In
both casesY carries the norm‖ · ‖H1(Ω). OnBd we use notatioñY to denote either of the
subspacesH1

0 (Bd) orH1(Bd) The scheme (2.26) is implicitly a numerical approximation of
the integral equation eigenvalue problem

(2.27) λGu = u.

LEMMA 2.4. The numerical method (2.24) is equivalent to the Galerkin method approx-
imation of the integral equation (2.27), with the Galerkin method based on the inner product
A (·, ·) for Y.

Proof. For the Galerkin solution of (2.27) we seek a functionun in the form (2.25), and
we force the residual to be orthogonal toXn. This leads to

(2.28) λ

N∑

j=1

αjA (Gψj , ψi) =

N∑

j=1

αjA (ψj , ψi)

for i = 1, . . . , N . From (2.16), we haveA (Gψj , ψi) = (ψj , ψi), and thus

λ

N∑

j=1

αj (ψj , ψi) =

N∑

j=1

αjA (ψj , ψi) .

This is exactly the same as (2.26).
Let Pn be the orthogonal projection ofY ontoXn, based on the inner productA (·, ·).

Then (2.28) is the Galerkin approximation,

(2.29) PnGun =
1

λ
un, un ∈ Xn,

for the integral equation eigenvalue problem (2.27). Much is known about such schemes,
as we discuss below. The conversion of the eigenvalue problem (2.24) into the equivalent
eigenvalue problem (2.29) is motivated by a similar idea used in Osborn [24].

The numerical solution of eigenvalue problems for compact integral operators has been
studied by many people for over a century. With Galerkin methods, we note particularly the
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early work of Krasnoselskii [20, p. 178]. The book of Chatelin [13] presents and summarizes
much of the literature on the numerical solution of such eigenvalue problems for compact
operators. For our work we use the results given in [2, 3] for pointwise convergent operator
approximations that are collectively compact.

We begin with some preliminary lemmas.
LEMMA 2.5. For suitable positive constantsc1 andc2,

c1‖ṽ‖H1(Bd) ≤ ‖v‖H1(Ω) ≤ c2‖ṽ‖H1(Bd)

for all functionsv ∈ Y, with ṽ the corresponding function of (2.2). Thus, for a sequence{vn}
in Y,

vn → v in Y ⇐⇒ ṽn → ṽ in Ỹ ,

with {ṽn} the corresponding sequence iñY .
Proof. Begin by noting that there is a 1-1 correspondence betweenY andỸ based on

using (2.1)–(2.3). Next,

‖v‖2
H1(Ω) =

∫

Ω

[
|∇v (s)|2 + |v(s)|2

]
ds

=

∫

Bd

[∣∣∣∇ṽ (x)
T
J (x)

−1
J (x)

−T ∇ṽ (x)
∣∣∣ + |ṽ(x)|2

]
|detJ(x)| dx

≤
[
max
x∈B

|detJ(x)|
]

max

{
max
x∈B

‖J (x)
−1 ‖2, 1

}∫

Bd

[
|∇ṽ (x)|2 + |ṽ(x)|2

]
dx,

‖v‖H1(Ω) ≤ c2‖ṽ‖H1(Bd),

for a suitable constantc2 (Ω). The reverse inequality, with the roles of‖ṽ‖H1(Bd) and
‖v‖H1(Ω) reversed, follows by an analogous argument.

LEMMA 2.6. The set∪n≥1Xn is dense inY.
Proof. The set∪n≥1X̃n is dense inỸ, a result shown in [5, see (15)]. We can then use

the correspondence betweenH (Ω) andH1 (Bd), given in Lemma2.5, to show that∪n≥1Xn

is dense inY.
LEMMA 2.7. The standard norm‖ · ‖1 on Y and the norm‖v‖A =

√
A (v, v) are

equivalent in the topology they generate. More precisely,

(2.30)
√
ce‖v‖1 ≤ ‖v‖A ≤ √

cA‖v‖1, v ∈ Y,

with the constantscA, ce taken from (2.10) and (2.11), respectively. Convergence of se-
quences{vn} is equivalent in the two norms.

Proof. It is immediate from (2.11) and (2.10).
LEMMA 2.8. For the orthogonal projection operatorPn,

(2.31) Pnv → v as n→ ∞, for all v ∈ Y.

Proof. This follows from the definition of an orthogonal projection operator and using
the result that∪n≥1Xn is dense inY.

COROLLARY 2.9. For the integral operatorG,

‖(I − Pn)G‖ → 0 as n→ ∞,
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using the norm for operators fromY intoY.
Proof. ConsiderG andPn as operators onY into Y. The result follows from the com-

pactness ofG and the pointwise convergence in (2.31); see [4, Lemma 3.1.2].
LEMMA 2.10.{PnG} is collectively compact onY .
Proof. This follows for all such families{PnG} with G compact on a Banach spaceY

and{Pn} pointwise convergent onY. To prove this requires showing

{PnGv | ‖v‖1 ≤ 1, n ≥ 1}

has compact closure inY. This can be done by showing that the set is totally bounded. We
omit the details of the proof.

Summarizing,{PnG} is a collectively compact family that is pointwise convergent on
Y. With this, the results in [2, 3] can be applied to (2.29) as a numerical approximation to the
eigenvalue problem (2.27). We summarize the application of those results to (2.29).

THEOREM 2.11. Let λ be an eigenvalue for the problem Dirichlet problem (1.1), (1.2)
or the Neumann problem (1.1), (1.3). Assumeλ has multiplicityν, and letχ(1), . . . , χ(ν)

be a basis for the associated eigenfunction subspace. Letε > 0 be chosen such that there
are no other eigenvalues within a distanceε of λ. Letσn denote the eigenvalue solutions of
(2.24) that are withinε of λ. Then for all sufficiently largen, sayn ≥ n0, the sum of the
multiplicities of the approximating eigenvalues withinσn equalsν. Moreover,

(2.32) max
λn∈σn

|λ− λn| ≤ c max
1≤k≤ν

‖ (I − Pn)χ(k)‖1.

Let u be an eigenfunction forλ. LetWn be the direct sum of the eigenfunction subspaces

associated with the eigenvaluesλn ∈ σn, and let
{
u

(1)
n , . . . , u

(ν)
n

}
be a basis forWn. Then

there is a sequence

un =

ν∑

k=1

αn,ku
(k)
n ∈ Wn

for which

(2.33) ‖u− un‖1 ≤ c max
1≤k≤ν

‖ (I − Pn)χ(k)‖1

for some constantc > 0 dependent onλ.
Proof. . This is a direct consequence of results in [2, 3], together with the compactness

of G onY. It also uses the equivalence of norms given in (2.30).
The norms‖ (I − Pn)χ(k)‖1 can be bounded using results from Ragozin [25], just as

was done in [5]. We begin with the following result from [25].
LEMMA 2.12.Assumew ∈ Ck+2

(
Bd

)
for somek > 0, and assumew|∂Bd

= 0. Then

there is a polynomialqn ∈ X̃D,n for which

‖w − qn‖∞ ≤ D (k, d)n−k
(
n−1 ‖w‖∞,k+2 + ω

(
w(k+2), 1/n

))
.

Here, we have

‖w‖∞,k+2 =
∑

|i|≤k+2

∥∥∂iw
∥∥
∞
, ω (g, δ) = sup

|x−y|≤δ

|g (x) − g (y)| ,

ω
(
w(k+2), δ

)
=

∑

|i|=k+2

ω
(
∂iw, δ

)
.
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The corresponding result that is needed with the Neumann problem can be obtained
from [9].

LEMMA 2.13. Assumew ∈ Ck+2
(
Bd

)
for somek > 0. Then there is a polynomial

qn ∈ X̃N ,n for which

‖w − qn‖∞ ≤ D (k, d)n−k
(
n−1 ‖w‖∞,k+2 + ω

(
w(k+2), 1/n

))
.

THEOREM 2.14. Recall the notation and assumptions of Theorem2.11. Assume the
eigenfunction basis functionsχ(k) ∈ Cm+2 (Ω) and assumeΦ ∈ Cm+2 (Bd), for some
m ≥ 1. Then

max
λn∈σn

|λ− λn| = O
(
n−m

)
, ‖u− un‖1 = O

(
n−m

)
.

Proof. Begin with (2.32)–(2.33). To obtain the bounds for‖ (I − Pn)u(k)‖1 given above
using Lemma2.12or 2.13, refer to the argument given in [5].

3. Implementation. In this section, we use again the notationXn if a statement applies
to bothXD,n or XN ,n; and similarly forX̃n. Consider the implementation of the Galerkin
method of (2.24) for the eigenvalue problem (1.1). We are to find the functionun ∈ Xn sat-
isfying (2.26). To do so, we begin by selecting a basis forΠn that is orthonormal inL2 (Bd),
denoting it by{ϕ̃1, . . . , ϕ̃N}, withN ≡ Nn = dim Πn. Choosing such an orthonormal basis
is an attempt to have the matrix associated with the left sideof the linear system in (2.26) be
better conditioned. Next, let

ψ̃i(x) = ϕ̃i(x), i = 1, . . . , Nn,

in the Neumann case and

(3.1) ψ̃i(x) =
(
1 − ‖x‖2

2

)
ϕ̃i(x), i = 1, . . . , Nn,

in the Dirichlet case. These functions form a basis forX̃n. As in (2.23), use as the corre-
sponding basis ofXn the set{ψ1, . . . , ψN}.

We seek

un(s) =
N∑

j=1

αjψj(s).

Then following the change of variables = Φ (x), (2.26) becomes

(3.2)

N∑

j=1

αj

∫

Bd

[
∇ψ̃j (x)

T
Ã(x)∇ψ̃i (x) + γ̃(x)ψ̃j (x) ψ̃i (x)

]
|detJ (x)| dx

= λ

N∑

j=1

αj

∫

Bd

ψ̃j (x) ψ̃i (x) |det J (x)| dx, i = 1, . . . , N.

We need to calculate the orthonormal polynomials and their first partial derivatives; and we
also need to approximate the integrals in the linear system.For an introduction to the topic
of multivariate orthogonal polynomials, see Dunkl and Xu [14] and Xu [29]. For multivariate
quadrature over the unit ball inRd, see Stroud [27].
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3.1. The planar case.The dimension ofΠn is

Nn =
1

2
(n+ 1) (n+ 2)

For notation, we replacex with (x, y). How do we choose the orthonormal basis{ϕ̃ℓ(x, y)}N

ℓ=1

for Πn? Unlike the situation for the single variable case, there are many possible orthonormal
bases overB = D, the unit disk inR2. We have chosen one that is particularly convenient for
our computations. These are the ”ridge polynomials” introduced by Logan and Shepp [22]
for solving an image reconstruction problem. We summarize here the results needed for our
work.

Let

Vn = {P ∈ Πn : (P,Q) = 0 ∀Q ∈ Πn−1} ,

the polynomials of degreen that are orthogonal to all elements ofΠn−1. Then the dimension
of Vn is n+ 1; moreover,

(3.3) Πn = V0 ⊕ V1 ⊕ · · · ⊕ Vn.

It is standard to construct orthonormal bases of eachVn and to then combine them to form an
orthonormal basis ofΠn using the latter decomposition. As an orthonormal basis ofVn we
use

(3.4) ϕ̃n,k(x, y) =
1√
π
Un (x cos (kh) + y sin (kh)) , (x, y) ∈ D, h =

π

n+ 1
,

for k = 0, 1, . . . , n. The functionUn is the Chebyshev polynomial of the second kind of
degreen,

Un(t) =
sin (n+ 1) θ

sin θ
, t = cos θ, −1 ≤ t ≤ 1, n = 0, 1, . . . .

The family {ϕ̃n,k}n

k=0 is an orthonormal basis ofVn. As a basis ofΠn, we order{ϕ̃n,k}
lexicographically based on the ordering in (3.4) and (3.3),

{ϕ̃ℓ}N

ℓ=1 = {ϕ̃0,0, ϕ̃1,0, ϕ̃1,1, ϕ̃2,0, . . . , ϕ̃n,0, . . . , ϕ̃n,n} .

Returning to (3.1), we define

ψ̃n,k(x, y) =
(
1 − x2 − y2

)
ϕ̃n,k(x, y)

for the Dirichlet case and

ψ̃n,k(x, y) = ϕ̃n,k(x, y)

in the Neumann case. To calculate the first order partial derivatives ofψ̃n,k(x, y), we need
U

′

n(t). The values ofUn(t) andU
′

n(t) are evaluated using the standard triple recursion rela-
tions,

Un+1(t) = 2tUn(t) − Un−1(t),

U
′

n+1(t) = 2Un(t) + 2tU
′

n(t) − U
′

n−1(t).
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For the numerical approximation of the integrals in (3.2), which are overB being the
unit disk, we use the formula

(3.5)
∫

B

g(x, y) dx dy ≈
q∑

l=0

2q∑

m=0

g

(
rl,

2πm

2q + 1

)
ωl

2π

2q + 1
rl.

Here the numbersωl are the weights of the(q + 1)-point Gauss-Legendre quadrature formula
on [0, 1]. Note that

∫ 1

0

p(x)dx =

q∑

l=0

p(rl)ωl,

for all single-variable polynomialsp(x) with deg (p) ≤ 2q + 1. The formula (3.5) uses the
trapezoidal rule with2q+ 1 subdivisions for the integration overB in the azimuthal variable.
This quadrature (3.5) is exact for all polynomialsg ∈ Π2q. This formula is also the basis of
the hyperinterpolation formula discussed in [18].

3.2. The three–dimensional case.In R
3, the dimension ofΠn is

Nn =

(
n+ 3

3

)
=

1

6
(n+ 1) (n+ 2) (n+ 3) .

Here we choose orthonormal polynomials on the unit ball as described in [14],

ϕ̃m,j,β(x) = cm,jp
(0,m−2j+ 1

2
)

j (2‖x‖2 − 1)Sβ,m−2j

(
x

‖x‖

)

= cm,j‖x‖m−2jp
(0,m−2j+ 1

2
)

j (2‖x‖2 − 1)Sβ,m−2j

(
x

‖x‖

)
,(3.6)

j = 0, . . . , ⌊m/2⌋, β = 0, 1, . . . , 2(m− 2j), m = 0, 1, . . . , n.(3.7)

Herecm,j = 2
5
4
+ m

2
−j is a constant, andp

(0,m−2j+ 1
2
)

j , j ∈ N0, are the normalized Jabobi
polynomials which are orthonormal on[−1, 1] with respect to the inner product,

(v, w) =

∫ 1

−1

(1 + t)m−2j+ 1
2 v(t)w(t) dt;

see for example [1, 16]. The functionsSβ,m−2j are spherical harmonic functions and they
are given in spherical coordinates by

Sβ,k(φ, θ) = c̃β,k





cos(β
2φ)T

β

2

k (cos θ), β even,

sin(β+1
2 φ)T

β+1

2

k (cos θ), β odd.

The constant̃cβ,k is chosen in such a way that the functions are orthonormal on the unit
sphereS2 in R

3,
∫

S2

Sβ,k(x)Seβ,ek
(x) dS = δ

β,eβ
δ
k,ek
.

The functionsT l
k are the associated Legendre polynomials; see [19, 23]. According to (3.1),

we define the basis for our space of trial functions by

ψ̃m,j,β(x) = (1 − ‖x‖2)ϕ̃m,j,β(x)
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in the Dirichlet case and by

ψ̃m,j,β(x) = ϕ̃m,j,β(x)

in the Neumann case We can order the basis lexicographically. To calculate all of the above
functions we can use recursive algorithms similar to the oneused for the Chebyshev polyno-
mials. These algorithms also allow the calculation of the derivatives of each of these func-
tions; see [16, 30].

For the numerical approximation of the integrals in (3.2), we use a quadrature formula
for the unit ballB,

∫

B

g(x) dx =

∫ 1

0

∫ 2π

0

∫ π

0

g̃(r, θ, φ) r2 sin(φ) dφ dθ dr ≈ Qq[g],

Qq[g] :=

2q∑

i=1

q∑

j=1

q∑

k=1

π

q
ωj νkg̃

(
ζk + 1

2
,
π i

2q
, arccos(ξj)

)
.

Hereg̃(r, θ, φ) = g(x) is the representation ofg in spherical coordinates. For theθ integration
we use the trapezoidal rule, because the function is2π−periodic inθ. For ther direction we
use the transformation

∫ 1

0

r2v(r) dr =

∫ 1

−1

(
t+ 1

2

)2

v

(
t+ 1

2

)
dt

2

=
1

8

∫ 1

−1

(t+ 1)2v

(
t+ 1

2

)
dt

≈
q∑

k=1

1

8
ν′k

︸︷︷︸
=:νk

v

(
ζk + 1

2

)
,

where theν′k andζk are the weights and the nodes of the Gauss quadrature withq nodes on
[−1, 1] with respect to the inner product

(v, w) =

∫ 1

−1

(1 + t)2v(t)w(t) dt.

The weights and nodes also depend onq but we omit this index. For theφ direction we use
the transformation

∫ π

0

sin(φ)v(φ) dφ =

∫ 1

−1

v(arccos(φ)) dφ ≈
q∑

j=1

ωjv(arccos(ξj)),

where theωj andξj are the nodes and weights for the Gauss–Legendre quadratureon [−1, 1].
For more information on this quadrature rule on the unit ballin R

3, see [27].
Finally we need the gradient in Cartesian coordinates to approximate the integral in (3.2),

but the functionϕ̃m,j,β(x) in (3.6) is given in spherical coordinates. Here we simply use the
chain rule, withx = (x, y, z),

∂

∂x
v(r, θ, φ) =

∂

∂r
v(r, θ, φ) cos(θ) sin(φ) − ∂

∂θ
v(r, θ, φ)

sin(θ)

r sin(φ)

+
∂

∂φ
v(r, θ, φ)

cos(θ) cos(φ)

r
,

and similarly for ∂
∂y

and ∂
∂z

.
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FIG. 4.1.The ‘limacon’ region (4.3)-(4.4).

4. Numerical examples.Our programs are written in MATLAB . Some of the examples
we give are so chosen that we can invert explicitly the mapping Φ, to be able to better con-
struct our test examples. Having a knowledge of an explicit inverse forΦ is not needed when
applying the method; but it can simplify the construction oftest cases. In other test cases,

we have started from a boundary mappingϕ : ∂Bd
1−1−→
onto

∂Ω and have generated a smooth

mappingΦ : Bd
1−1−→
onto

Ω.

The problem of generating such a mappingΦ when given onlyϕ is often quite difficult.
In some cases, a suitable definition forΦ is straightforward. For example, the ellipse

ϕ (cos θ, sin θ) = (a cos θ, b sin θ) , 0 ≤ θ ≤ 2π,

has the following simple extension to the unit diskB2,

(4.1) Φ (x, y) = (ax, by) , (x, y) ∈ B2.

In general, however, the construction ofΦ when given onlyϕ is non-trivial. For the plane, we
can always use a conformal mapping; but this is too often non-trivial to construct. In addition,
conformal mappings are often more complicated than are needed. For example, the simple
mapping (4.1) is sufficient for our applications, whereas the conformal mapping of the unit
disk onto the ellipse is much more complicated; see [7, Sec. 5].

We have developed a variety of numerical methods to generatea suitableΦ when given
the boundary mappingϕ. The topic is too complicated to consider in any significant detail
in this paper and it will be the subject of a forthcoming paper. However, to demonstrate that
our algorithms for generating such extensionsΦ do exist, we give examples of suchΦ in the
following examples that illustrate our spectral method.

4.1. The planar Dirichlet problem. We begin by illustrating the numerical solution of
the eigenvalue problem,

(4.2)
Lu(s) ≡ −∆u = λu(s), s ∈ Ω ⊆ R

2,
u(s) ≡ 0, s ∈ ∂Ω.
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FIG. 4.2.Eigenfunction for the limacon boundary corresponding to the approximate eigenvalueλ(1) .
= 0.68442.

FIG. 4.3.Eigenfunction for the limacon boundary corresponding to the approximate eigenvalueλ(2) .
= 1.56598.

This corresponds to choosingA = I in the framework presented earlier. Thus, we need to
calculate

Ã (x) = J (x)
−1
J (x)

−T
.

For our variables, we replace a pointx ∈ B2 with (x, y), and we replace a points ∈ Ω
with (s, t). The boundary∂Ω is a generalized limacon boundary defined by

(4.3) ϕ (cos θ, sin θ) = (p3 + p1 cos θ + p2 sin θ) (a cos θ, b sin θ) , 0 ≤ θ ≤ 2π.
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FIG. 4.4.The values of
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FIG. 4.5.The values of‖u(k)
n+1 − u

(k)
n ‖∞ for k = 1, 2 for increasing degreen.

The constantsa, b are positive numbers, and the constantsp = (p1, p2, p3) must satisfy

p3 >
√
p2
1 + p2

2.

The mappingΦ : B2 → Ω is given by(s, t) = Φ (x, y) with both componentss and t
being polynomials in(x, y). For our numerical example, each component ofΦ (x, y) is a
polynomial of degree 2 in(x, y). We use the particular parameters

(4.4) (a, b) = (1, 1) , p = (1.0, 2.0, 2.5) .
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FIG. 4.6.The values of‖R(k)
n ‖∞ for k = 1, 2 for increasing degreen.
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FIG. 4.7.The values of‖R(k)
n ‖2 for k = 1, 2 for increasing degreen.

In Figure4.1, we give the images inΩ of the circles,r = j/10, j = 0, 1, . . . , 10, and the
azimuthal lines,θ = jπ/10, j = 1, . . . , 20. Our generated mappingΦ maps the origin(0, 0)
to a more centralized point inside the region.

As a sidenote, the straightforward generalization of (4.3),

Φ (x, y) = (p3 + p1x+ p2y) (ax, by) , (x, y) ∈ B2,

does not work. It is neither 1-1 nor onto. Also, the mapping

Φ (r cos θ, r sin θ) = (p3 + p1 cos θ + p2 sin θ) (ar cos θ, br sin θ)



ETNA
Kent State University 

http://etna.math.kent.edu

A SPECTRAL METHOD FOR ELLIPTIC EQUATIONS 403

does not work because it is not differentiable at the origin,(x, y) = (0, 0).
Figures4.2 and4.3 give the approximate eigenfunctions for the two smallest eigenval-

ues of (4.2) over our limacon region. Because the true eigenfunctions and eigenvalues are
unknown for almost all cases (with the unit ball as an exception), we used other methods
for studying experimentally the rate of convergence. Letλ

(k)
n denote the value of thekth

eigenvalue based on the degreen polynomial approximation, with the eigenvalues taken in
increasing order. Letu(k)

n denote a corresponding eigenfunction,

ũ(k)
n (x) =

Nn∑

j=1

α
(n)
j ψ̃j(x),

with α(n) ≡
[
α

(n)
1 , . . . , α

(n)
N

]
, the eigenvector of (3.2) associated with the eigenvalueλ(k)

n .

We normalize the eigenfunctions by requiring‖u(k)
n ‖∞ = 1. Define

Λn =
∣∣∣λ(k)

n+1 − λ(k)
n

∣∣∣ , Dn = ‖u(k)
n+1 − u(k)

n ‖∞.

Figures4.4and4.5 show the decrease, respectively, ofΛn and Dn asn increases. In both
cases, we use a semi-log scale. Also, consider the residual,

R(k)
n = −∆u(k)

n − λ(k)
n u(k)

n ,

with the Laplacian∆u(k)
n computed analytically. Figures4.6and4.7show the decrease of

‖R(k)
n ‖∞ and‖R(k)

n ‖2, respectively, again on a semi-log scale. Note that theL2-norm of the

residual is significantly smaller than the maximum norm. When looking at a graph ofR(k)
n ,

it is small over most of the regionΩ, but it is more badly behaved when(x, y) is near to the
point on the boundary that is nearly an inverted corner.

These numerical results all indicate an exponential rate ofconvergence for the approxi-

mations
{
λ

(k)
n : n ≥ 1

}
and

{
u

(k)
n : n ≥ 1

}
as a function of the degreen. In Figure4.4, the

maximum accuracy forλ(1) appears to have been found with the degreen = 13, approxi-
mately. For larger degrees, rounding errors dominate. We also see that the accuracy for the
first eigenvalue-eigenfunction pair is better than that forthe second such pair. This pattern
continues as the eigenvalues increase in size, although a significant number of the leading
eigenvalues remain fairly accurate, enough for practical purposes. For example,

λ
(10)
16 − λ

(10)
15

.
= 2.55 × 10−7,∥∥∥u(10)

16 − u
(10)
15

∥∥∥
∞

.
= 1.49 × 10−4.

We also give an example with a more badly behaved boundary, namely,

(4.5) ϕ (cos θ, sin θ) = (5 + sin θ + sin 3θ − cos 5θ) (cos θ, sin θ) , 0 ≤ θ ≤ 2π,

to which we refer as an ‘amoeba’ boundary. We create a functionΦ : B2
1−1−→
onto

Ω; the mapping

is pictured in Figure4.8 in the manner analogous to that done in Figure4.1 for the limacon
boundary. Both components ofΦ (x, y) are polynomials in(x, y) of degree 6. As discussed
earlier, we defer to a future paper a discussion of the construction of Φ; the method was
different than that used for the limacon boundary. In Figure4.9, we give an approximation to
the eigenfunction corresponding to the eigenvalue,λ(2) .

= 0.60086. The approximation uses
a polynomial approximation of degreen = 30. For it, we have

‖R(2)
30 ‖∞

.
= 0.730, ‖R(2)

30 ‖2
.
= 0.0255.
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FIG. 4.8.An ‘amoeba’ region with boundary (4.5).

FIG. 4.9.Eigenfunction for the amoeba boundary corresponding to theapproximate eigenvalueλ(2) .
= 0.60086.

4.2. Comparison using alternative trial functions. To ensure that our method does
not lead to poor convergence properties when compared to traditional spectral methods, we
compare in this section our use of polynomials over the unit disk to some standard trial func-
tions used with traditional spectral methods. We picked twosets of trial functions that are
presented in [10, Sec. 18.5].

The first choice is the shifted Chebyshev polynomials with a quadratic argument,

(4.6)

{
sin(mθ)Tj(2r

2 − 1), cos(mθ)Tj(2r
2 − 1), m even,

sin(mθ)rTj(2r
2 − 1), cos(mθ)rTj(2r

2 − 1), m odd,
j = 0, 1, . . . ,

wherem ∈ N0; the sine terms withm = 0 are omitted. These functions are not smooth on
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TABLE 4.1
Function enumerations.

n odd
cos(0θ) T̃E

1 (r) (1) T̃E
2 (r) (3) T̃E

3 (r) (7) T̃E
4 (r) (13)

cos(1θ) T̃O
1 (r) (5) T̃O

2 (r) (9) T̃O
3 (r) (15) . . .

cos(2θ) T̃E
1 (r) (11) T̃E

2 (r) (17) . . .

cos(3θ) T̃O
1 (r) (19) . . .

n even
sin(1θ) T̃O

1 (r) (2) T̃O
2 (r) (4) T̃O

3 (r) (8) T̃O
4 (r) (14)

sin(2θ) T̃E
1 (r) (6) T̃E

2 (r) (10) T̃E
3 (r) (16) . . .

sin(3θ) T̃O
1 (r) (12) T̃O

2 (r) (18) . . .

sin(4θ) T̃E
1 (r) (20) . . .

the unit disk. Also, to ensure that the functions satisfy theboundary condition forr = 1, we
use

T̃E
j (r) ≡ Tj

(
2r2 − 1

)
− 1 and T̃O

j (r) ≡ rTj(2r
2 − 1) − r, j = 1, 2, . . . ,

instead of the radial functions given in (4.6). Because these functions are not polynomials,
the notion of degree does not make sense. To compare these functions to the ridge polyno-
mials we have to enumerate them so we can use the same number oftrial functions in our
comparison. The result is a sequence of trial functionsϕ̃C

k , k ∈ N. If k is even, we use a sine
term; and ifk is odd, we use a cosine term. Then we use a triangular scheme toenumerate
the function according to Table4.1. This Table implies, for example, that

ϕ̃C
15(θ, r) = cos(θ)T̃O

3 (r),

ϕ̃C
10(θ, r) = sin(2θ)T̃E

2 (r).

As a consequence of the triangular scheme, we use relativelymore basis functions with lower
frequencies.

As a second set of trial functions, we chose the ‘one-sided Jacobi polynomials’, given by

(4.7)

{
sin(mθ) rmP 0,m

j (2r2 − 1), m = 1, 2, . . . , j = 0, 1, . . . ,

cos(mθ) rmP 0,m
j (2r2 − 1), m = 0, 1, . . . , j = 0, 1, . . . ,

where theP 0,m
j are the Jacobi polynomials of degreej. These trial functions are smooth on

the unit disk; and in order to satisfy the boundary conditionat r = 1, we use

P̃ 0,m
j (r) := P 0,m

j (2r2 − 1) − 1, j = 1, 2, . . . ,

instead of the radial functions in (4.7). We use an enumeration scheme analogous to that
given in Table4.1. The result is a sequence of trial functionsϕ̃J

k , k ∈ N. For example,

ϕ̃J
15(θ, r) = cos(θ) rP̃ 0,1

3 (r),

ϕ̃J
10(θ, r) = sin(2θ) r2P̃ 0,2

2 (r).

When we compare the different trial functions in the following we always label the horizontal
axis withn, and this implies thatNn trial functions are used.
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FIG. 4.10.Errors
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˛λ(2) − λ
(2)
n

˛

˛

˛ for the three different sets of trial functions.

For our comparison, we used the same problem (4.2) with the region shown in Figure4.1.
We have chosen to look at the convergence for the second eigenvalueλ(2), and we plot er-
rors for the eigenvalue itself and the norms of the residuals, ‖ − ∆u

(2)
n − λ

(2)
n u

(2)
n ‖2 and

‖ − ∆u
(2)
n − λ

(2)
n u

(2)
n ‖∞; see Figures4.10–4.11. All three figures show that for each set of

trial functions the rate of convergence is exponential for this example. Also in each figure
the ridge and the one-sided Jacobi polynomials show a fasterconvergence than the shifted
Chebyshev polynomials. For the convergence of the eigenvalue approximation there seems
to be no clear difference between the ridge and the one-sidedJacobi polynomials. For the
norm of the residual the one-sided Jacobi polynomials seem to be slightly better for largern.
The same tendency was also visible forλ(1), but was not as clear. We conclude that the ridge
polynomials are a good choice.

Because of the requirement of using polar coordinates for traditional spectral methods
and the resulting changes to the partial differential equation, we find that the implementation
is easier with our method. For a complete comparison, however, we would need to look at
the most efficient way to implement each method, including comparing operation counts for
the competing methods.

4.3. The three-dimensional Neumann problem.We illustrate our method inR3, doing
so for the Neumann problem. We use two different domains. LetB3 denote the closed unit
ball in R

3. The domainΩ1 = Φ1(B3) is given by

s = Φ1(x) ≡




x1 − 3x2

2x1 + x2

x1 + x2 + x3


 ,

soB3 is transformed to an ellipsoidΩ1; see Figure4.13. The domainΩ2 is given by

(4.8) Φ2




ρ
φ
θ


 =




(1 − t(ρ))ρ + t(ρ)T (φ, θ)
φ
θ


 ,
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n ‖2 for the three different sets of trial functions.

where we used spherical coordinates(ρ, φ, θ) ∈ [0, 1]× [0, 2π]× [0, π] to define the mapping
Φ2. Here the functionT : S2 = ∂B3 7→ (1,∞) is a function which determines the boundary
of a star shaped domainΩ2. The restrictionT (φ, θ) > 1 guarantees thatΦ2 is injective, and
this can always be assumed after a suitable scaling ofΩ2. For our numerical example, we use

T (θ, φ) = 2 +
3

4
cos(2φ) sin(θ)2(7 cos(θ)2 − 1).
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Finally, the functiont is defined by

t(ρ) ≡
{

0, 0 ≤ ρ ≤ 1
2 ,

25(ρ− 1
2 )5, 1

2 < ρ ≤ 1,

where the exponent5 impliesΦ2 ∈ C4(B1(0)). See [6] for a more detailed description of
Φ2; one perspective of the surfaceΩ2 is shown in Figure4.14.

For each domain we calculate the approximate eigenvaluesλ
(i)
n , λ(0)

n = 0 < λ
(1)
n ≤
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(i)
n , u
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15

”

between the approximate eigenfunctionu
(i)
n and our most accurate

approximationu(i)
15 ≈ u(i).

λ
(2)
n ≤ . . . and eigenfunctionsu(i)

n , i = 1, . . . , Nn, for the degreesn = 1, . . . , 15 (here
we do not indicate dependence on the domainΩ). To analyze the convergence we calculate
several numbers. First, we estimate the speed of convergence for the first two eigenvalues by
calculating|λ(i)

15 − λ
(i)
n |, i = 1, 2, n = 1, . . . , 14. Then to estimate the speed of convergence

of the eigenfunctions we calculate the angle (inL2(Ω)) between the current approximation
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˛−∆u
(i)
n (s) − λ

(i)
n u

(i)
n (s)

˛

˛

˛.

and the most accurate approximation∠(u
(i)
n , u

(i)
15 ), i = 1, 2, n = 1, . . . , 14. Finally, an

independent estimate of the quality of our approximation isgiven by

R(i)
n ≡ | − ∆u(i)

n (s) − λ(i)
n u(s)|,

where we use only ones ∈ Ω, given byΦ(1/10, 1/10, 1/10). We approximate∆u(i)
n (s)

numerically as the analytic calculation of the second derivatives ofu(i)
n (s) is quite compli-

cated. To approximate the Laplace operator we use a second order difference scheme with
h = 0.0001 for Ω1 andh = 0.01 for Ω2. The reason for the latter choice ofh is that our
approximations for the eigenfunctions onΩ2 are only accurate up three to four digits, so if
we divide byh2 the discretization errors are magnified to the order of1.

The graphs in Figures4.15–4.17, seem to indicate exponential convergence. For the
graphs of∠(u

(i)
n , u

(i)
15 ), see Figure4.16. We remark that we use the functionarccos(x) to

calculate the angle, and forn ≈ 9 the numerical calculations givex = 1, so the calculated
angle becomes0. For the approximation ofR(i)

n one has to remember that we use a difference
method of orderO(h2) to approximate the Laplace operator, so we can not expect anyresult
better than10−8 if we useh = 0.0001.

As we expect, the approximations forΩ2 with the transformationΦ2 present a bigger
problem for our method. Still from the graphs in Figure4.18and4.19we might infer that the
convergence is exponential, but with a smaller exponent than for Ω1. BecauseΦ2 ∈ C4(B3)
we know that the transformed eigenfunctions onB3 are in general onlyC4, so we can only
expect a convergence ofO(n−4). The values ofn which we use are too small to show what

we believe is the true behavior of theR(i)
n , although the values forn = 10, . . . , 14 seem to

indicate some convergence of the type we would expect.
The poorer convergence forΩ2 as compared toΩ1 illustrates a general problem. When

defining a surface∂Ω by giving it as the image of a 1-1 mappingϕ from the unit sphere
S2 into R

3, how does one extend it to a smooth mappingΦ from the unit ball toΩ? The
mapping in (4.8) is smooth, but it has large changes in its derivatives, and this affects the rate
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of convergence of our spectral method. As was discussed at the beginning of this section, we
are developing a toolkit of numerical methods for generating such functionsΦ. This will be
developed in detail in a future paper.



ETNA
Kent State University 

http://etna.math.kent.edu

412 K. ATKINSON AND O. HANSEN

REFERENCES

[1] M. A BRAMOWITZ AND I. A. STEGUN, Handbook of Mathematical Functions, Dover, New York, 1965.
[2] K. ATKINSON, The numerical solution of the eigenvalue problem for compact integral operators, Trans.

Amer. Math. Soc., 129 (1967), pp. 458–465.
[3] , Convergence rates for approximate eigenvalues of compact integral operators, SIAM J. Numer. Anal.,

12 (1975), pp. 213–222.
[4] , The Numerical Solution of Integral Equations of the Second Kind, Cambridge University Press, Cam-

bridge, 1997.
[5] K. ATKINSON, D. CHIEN, AND O. HANSEN,A spectral method for elliptic equations: The Dirichlet problem,

Adv. Comput. Math., 33 (2010), pp. 169–189.
[6] K. ATKINSON, O. HANSEN, AND D. CHIEN, A spectral method for elliptic equations: The Neumann prob-

lem, Adv. Comput. Math., DOI=10.1007/s10444-010-9154-3, to appear.
[7] K. ATKINSON AND W. HAN, On the numerical solution of some semilinear elliptic problems, Electron. Trans.

Numer. Anal., 17 (2004), pp. 206–217.
http://etna.math.kent.edu/vol.17.2004/pp206-217.dir.

[8] K. ATKINSON AND W. HAN, Theoretical Numerical Analysis: A Functional Analysis Framework, Third ed.,
Springer, New York, 2009.

[9] T. BAGBY, L. BOS, AND N. LEVENBERG, Multivariate simultaneous approximation, Constr. Approx., 18
(2002), pp. 569–577.

[10] J. BOYD, Chebyshev and Fourier Spectral Methods, Second ed., Dover, New York, 2000.
[11] C. CANUTO, A. QUARTERONI, MY. HUSSAINI, AND T. ZANG, Spectral Methods in Fluid Mechanics,

Springer, New York, 1988.
[12] , Spectral Methods - Fundamentals in Single Domains, Springer, New York, 2006.
[13] F. CHATELIN , Spectral Approximation of Linear Operators, Academic Press, New York, 1983.
[14] C. DUNKL AND Y. X U, Orthogonal Polynomials of Several Variables, Cambridge University Press, Cam-

bridge, 2001.
[15] L. EVANS, Partial Differential Equations, American Mathematical Society, Providence, RI, 1998.
[16] W. GAUTSCHI, Orthogonal Polynomials, Oxford University Press, Oxford, 2004.
[17] D. GOTTLIEB AND S. ORSZAG, Numerical Analysis of Spectral methods: Theory and Applications, SIAM,

Philadlphia, 1977.
[18] O. HANSEN, K. ATKINSON, AND D. CHIEN, On the norm of the hyperinterpolation operator on the unit

disk and its use for the solution of the nonlinear Poisson equation, IMA J. Numer. Anal., 29 (2009),
pp. 257–283.

[19] E. W. HOBSON, The Theory of Spherical and Ellipsoidal Harmonics, Chelsea Publishing, New York, 1965.
[20] M. K RASNOSELSKII, Topological Methods in the Theory of Nonlinear Integral Equations, Pergamon Press,

Oxford, 1964.
[21] O. LADYZHENSKAYA AND N. URALT ’ SEVA, Linear and Quasilinear Elliptic Equations, Academic Press,

New York, 1973.
[22] B. LOGAN. AND L. SHEPP, Optimal reconstruction of a function from its projections, Duke Math. J., 42

(1975), pp. 645–659.
[23] T. M. MACROBERT, Spherical Harmonics, Dover, New York, 1948.
[24] J. OSBORN, Spectral approximation for compact operators, Math. Comp., 29 (1975), pp. 712–725.
[25] D. RAGOZIN, Constructive polynomial approximation on spheres and projective spaces, Trans. Amer. Math.

Soc., 162 (1971), pp. 157–170.
[26] J. SHEN AND T. TANG, Spectral and High-Order Methods with Applications, Science Press, Beijing, 2006.
[27] A. STROUD, Approximate Calculation of Multiple Integrals, Prentice-Hall, Englewood Cliffs, NJ, 1971.
[28] H. TRIEBEL, Higher Analysis, Hüthig, Heidelberg, 1997.
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