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TWO-DIMENSIONAL QUADRATURE FOR FUNCTIONS WITH A
POINT SINGULARITY ON A TRIANGULAR REGION

YAJUN YANG AND KENDALL E. ATKINSON:

Abstract. We consider the numerical integration of functions with point singularities over a

planar wedge S using isoparametric piecewise polynomial interpolation of the function and the wedge.
Such integrals often occur in solving boundary integral equations using the collocation method.
To obtain the same order of convergence as is true with uniform meshes for smooth functions, we

introduce an adaptive refinement of the triangulation of S. Error analyses and several examples are

given for a certain type of adaptive refinement.
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1. Introduction. We consider the problem of approximating an integral of the
form

fs f(x, y) dS

where S is a closed, bounded, connected set in R2. When the integrand has singular-
ities within the integration region, the use of a standard quadrature method may be
very inefficient. There are several ways to deal with this problem. One approach is
to use a change of variables [10] to transform a singular integrand into a well-behaved
function over a new region. A second approach is to use adaptive numerical integra-
tion to place more node points near where the integrand is badly behaved to improve
the performance of a standard quadrature method. A third approach is to use ex-
trapolation methods to construct new and more accurate integration formulas based
on the asymptotic expansion for the quadrature error in the original quadrature rule.
The generalization of the classical Euler-Maclaurin expansion to functions having a
particular type of singularity, as obtained by Lyness [8], [9], provides a basis for ex-
trapolation methods in the same way as the Euler-Maclaurin expansion is used as a
basis for Romberg integration. For the one-dimensional case, a standard discussion of
these methods and others can be found in Atkinson [3].

In this paper we discuss adaptive numerical integration for the two-dimensional
case. The process of placing node points with variable spacing so as to better reflect
the integrand is called adaptive refinement or grading the mesh. We propose a type
of adaptive refinement for which the order of convergence is the same as for smooth
functions, but with the integrand function having a particular type of singularity,
specified below.

In the case of smooth integrand functions, Chien [6], [7] obtained that for integrals
over a piecewise smooth surface in R3, the numerical integration using isoparametric
piecewise quadratic interpolation for both the surface and the integrand leads to the
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970 YAJUN YANG AND KENDALL E. ATKINSON

order of convergence O((4). In this, 5- maXI_K_N(SK),K maXp,q/K IP--ql, and
{AKIK 1,..., N} is a quasi-uniform triangulation of the surface. In terms of the
number N of triangles, the order of convergence is O(1/N2). We extend these results
to singular integrands.

To simplify our discussion, we study only the following class of problems. The
integration region S is a wedge, i.e.,

S-{(x,y) ER210<_r_< 1,0<_0_<0},

The integration function is singular at only the origin, and it is of the form

(1.1) f(x, y) r"(O)h(r)g(x, y), ( > -2

or the form

(1.2) f(x, y) r In r(O)h(r)g(x, y), c > -2.

Here (x, y) are the Cartesian coordinates with the corresponding polar coordinates
(r, 0). The functions (0), h(r), g(x, y) are assumed to be sufficiently smooth. This is
also the class of functions considered in Lyness [8].

In 2, we describe the triangulation of the wedge S and the adaptive refinement
scheme we use. The interpolation-based quadrature formulas are given in 3. Section
4 contains the error analyses and a discussion of the results. Numerical examples are

given in 5.
This paper presents detailed results for only the use of quadratic interpolation.

The method being used generalizes to other degrees of piecewise polynomial interpo-
lation, and the results are consistent with the kind of results we have obtained for the
quadratic case. This generalization for other degrees of interpolation is given in 6.

Because integrals of nonsmooth functions often occur in solving boundary integral
equations using the numerical method, we expect that the error analysis of the present
numerical integration methods eventually will lead to better numerical methods for
the solution of boundary integral equations.

2. The triangulation and adaptive refinement. In this section, we describe
the triangulation of the wedge S and discuss its refinement to a finer mesh. Let

(2.1) -n {AK,nll <_ K <_ Nn}

be the triangulation mesh for a sequence n 1, 2, When referring to the element
AK,n, the reference to n will be omitted, but understood implicitly.

The initial triangulation ’1 of S is obtained by connecting the midpoints of the
sides of S using straight lines. The sequence of triangulations Tn of (2.1) will be
obtained by successive adaptive and uniform refinements based on the initial trian-
gulation. We construct this sequence as follows, and we call it an La + u refinement
with L a positive integer. Given {AK,nll <_ K <_ N}, we divide the.triangle con-
taining the origin into four new triangular elements. For the resulting triangulation,
repeat the preceding subdivision. After doing this L times, we divide simultane-
ously every triangle into four new triangles. The final triangulation is denoted by
{/kK,n+lll

_
K _< Nn+l}. In other words, at level n, we perform L times an adaptive

subdivision on the triangle containing the origin, and then we do one simultaneous

D
ow

nl
oa

de
d 

05
/2

6/
13

 to
 1

28
.2

55
.6

.1
25

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



TWO-DIMENSIONAL QUADRATURE 971

FIG. 1. n= 1.

FG. 2. n=2.

subdivision of all triangles. An advantage of this form of refinement is that each set
of mesh points contains those mesh points at the preceding level.

As an example, we illustrate the 2a + u refinement for n 1, 2 in Figs. 1 and 2.
sin O andWhen n 2, there are three different-sized triangular elements. Let r 1-cos o,

define
o= (,)eslv+>_
B1 (x, y) SIr]/4 <_ rx + y <_

B= (z,)eSl0<_vz+_<
The set B is the union of the triangles of the same sie in S, and therefore it is
uniformly divided by the triangulation. The diameter of triangles in B is O(2-(+/).
Moreover, functions in (1.1) and (1.2) are smooth on B0 U B1.

More generally, by examining the structure of the La + refinement, we can
calculate the total number Nn of triangles at level n: this is (L+ 1)22n -4L 0(22n).
There are Ln- (L- 1) different-sized triangular elements. The closer the triangle is to
the origin, the smaller it is. As the triangles vary in size from large to small, we name
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972 YAJUN YANG AND KENDALL E. ATKINSON

V

V4 V5

3 V2

FIG. 3. A symmetric pair of triangles.

f16 P3
FIG. 4. The unit simplex.

the region containing triangles of the same size to be B0, B1,..., BLn-L, respectively.
The diameter of triangles in Bl, denoted by 51, is 0(2-(n+l)). Let Nt be the number of
triangles in Bt, Then N is proportional to 4n-i where iL / il for 0 __. il <: L 1.
The distance from the origin to Bl, denoted by rz, is O(1/(2(L+)i)).

In each Bt(1 1,... ,Ln- L), the triangular elements AK are true triangles
and all are congruent. The triangular elements in B0 are nearly congruent. More
importantly, any symmetric pair of triangles, as shown in Fig. 3, have the following
properties:
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TWO-DIMENSIONAL QUADRATURE 973

Vl V2 --(Vl V4),

The total number of symmetric pairs of triangles in Bt is O(N), and the remaining
triangles in Bt is O(x/).

If L 0, then the refinement is quasi uniform. The analysis given in [6] indicates
that a quasi-uniform refinement is a better scheme to use with smooth integrands.

3. Interpolation. Let a denote the unit simplex in the st-plane

a {(s, t)10 <_ s,t,s + t <_ 1}.

Let pl,..., p6 denote the three vertices and three midpoints of the sides of a, which
are numbered according to Fig. 4.

To define interpolation, introduce the basis functions for quadratic interpolation
on a. Letting u 1 (s + t), we define

ll(s, t) u(2u 1),
14(s, t) 4tu,

t) t( t
15(s, t) 4st,

13(8, t)-- 8(28- 1),
/6(s, t) 4su.

We give the corresponding set of basis functions {lj,t((q)} on A,g by using its pa-
rameterization over a. As a special case of piecewise smooth surfaces in R3, discussed
in [51-[Zl, there is a mapping

1-1(3.1) rnK a ----+
onto

with rnt( E C6(a). Introduce the node points for At( by vj,t( -mt((pj),j 1,..., 6.
The first three are the vertices and the last three are the midpoints of the sides of
At(. Define

lj,K(mK(s,t)) lj(s,t), l <_ j < 6, I < K <_ N.

Given a function f, define

6

VNf(q) E f(Vj,K)lj,K(q),
j=l

for K = 1,..., N. This is called the piecewise quadratic isoparametric function inter-
polating f on the nodes of the mesh {At(} for S.

4. Numerical integration and error analyses. With the triangulation
1-1and the mapping mK’o" ZK, we have
onto

(4.1) f(q) dS f(mt((s, t))lDsmt((s, t) x Dtrnt((s, t)[ ds dt.

Ds and Dt denote differentiation with respect to s and t, respectively. The quantity
IDsmt((s, t) x Dtmt((s, t)] is the Jacobian determinant of the mapping rnK(s, t) used
in transforming surface integrals over AK into integrals over a. When At( is a triangle,
the Jacobian is twice the area of
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974 YAJUN YANG AND KENDALL E. ATKINSON

The numerical integration formula used here is

(4.2) g(s, t)dsdt

which is based on integrating the quadratic polynomial interpolating g on a at pl,...,

p6. This integration has degree of precision 2. Applying (4.2) to the right side of (4.1),
we have

g j=4

A major problem th (4.3) s that DmK ndDK re nconvenent to compute
for some elements K on many surfaces S. Therefore e pproxmate mK(8 ) n
terms of only ts vlues t p... p. De,he

t) t)
=1 j=

For the case of the wedge of a circle, in this paper only the outer triangles will be
affected by this approximation. Then

/ 1
6

f(q) dS
j=4

6

Wj,Kf(vy,K)
j=4

where
1
ID(nK(s, t) DtfnK(s t)l,dj,K -LEMMA 1. Let {AK } be the irregular triangulation defined by the La + u refine-

ment, and let N be its total number of triangles. Assume that f is of the form (1.1).
Then

(4.4)
6

f (q) dS Wj,Kf(Vy,K)
Ln--L AKCBLn_ L j=4

(L+I) (c+2)where pl 2

Proof. Let
1

5Ln_L 2n+(Ln_L

The partition of BLn-L is shown in Fig. 5. Let {AKIK 1,..., 16} denote the
sixteen triangles in BLn-L, and let A contain the origin. Then the area of A/ is

2Ln_L sin(O/2).
(a) We first estimate the error of

6

A
f(q) dS E wj, f(vj,1)

j--4
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TWO-DIMENSIONAL QUADRATURE 975

Y

5Ln-L 25Ln-L 35Ln-L 45Ln-L
FIG. 5. The partition of BLn-L.

Define
(x, ) ()h()(, ),

and note that gl (x, y) is integrable over A1. Since r > O, by the integral mean value
theorem we have

Jx f(q)dS= # fzx rdS
where

Also, # is bounded:

On the other hand,

OJj, lf(Vj,1)
j=4

Therefore,

inf gl (x, y) <_ tt <_ sup g (x, y).

I#1 -< sup Ig (x, Y)I
s

_< sup I(o)1 sup Ih(’)l sup 19(x, v)l
s S s
max ](0)1 max ]h(r)] mx[g(x y)]
ooo o
M<.

<- M /zx r dS

M r+ dO dr

MO ,+
c + 2

cos

D
ow

nl
oa

de
d 

05
/2

6/
13

 to
 1

28
.2

55
.6

.1
25

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



976 YAJUN YANG AND KENDALL E. ATKINSON

This inequality comes from the following:

1
Cdj,1 -[D(s, t) Dtrhl (s,

1
2(Area of

1+2 sinO for j=4 5 66’Ln-L

and

Hence,

If(v,)[

_
Iv,

2 ifj =4,6,

ifj =5.

6

f(q) dS E wj,l f(vj,
j=4

< "J,’Ln-L)"

Notice that 5Ln-L O (N(L+i,/2)" It follows that the error over ZI is O (’yp)
(b) The error over AK(K 2,..., 16) can be obtained by using Taylor’s error

1-1formula. Since f is smooth on AK and rnK cr A/ is also smooth, we have
onto

(4.5)
6

f(mK(s, t)) E f(mK(pj))lj(s, t) Hf,K(S, t; ,
j=l

where

Hf,K(S, t; , rl) S-s + t- f(mi((, ))- s+t f(mt(,V))l(s,t)

In this, pj (sj, t), (, r/) is on the line segment from (0, 0) to (s, t), and (, r/) is on
the line segment from (0,0)to (si,tj). Notice that (, r/)and (, r/i) belong to a. For
(s, t) E a, we have

0 < cos - Cn-L <_ r(mK(s,t)) <_ 45Ln-L, for k 2,..., 16

where r(m(s, t)) Img(s, t)l is the distance from the point mi(s, t) to (0, 0).
We would like to examine one term in HI,I, which is associated with s3 and will

show the general behavior of Hf,K.

(4.6)

03 03
Os---g f(mIi(, rl)) =-s3 (r"(mK(s, t)) gl (mI,:(s, t)))l s=

t=r

0a
=g (inK(C, r))s3 (r"(mK(s, t))) =t=r
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TWO-DIMENSIONAL QUADRATURE 977

0 0 }+ 3 -sgl(mK(s,t))s2(ra(mK(s,t))

0 0 }(4.8) + 3 8291 (inK(8, t))-s(ra(mK(8, t)))

(4.9)
C93

+ ra(mK(,rl))s3gl(mK(8, t))ls=.
c+3The magnitudes of (4.6)-(4.9) vary from O(5n_L) to O(SLn_L) and O(5n_L) is

the dominant term in (4.6)-(4.9). It follows that the coefficient of s3 in HI,K is of
O(5n_L). Consequently,

]HLK(S t; , 7)] --< O(n-L)

for any (s, t) E a.

Therefore,

f(q) dS E Wj,gf(Vy,g)
K j=4

6

f(mK(s, t)) E f(mK(pj))lj(s, t)
j=l

f- O(2Ln_L) ./.. IHs,K(S, t; , )1 dS

< O( i+n._L)

dS

Hence, (4.4) holds.
LEMMA 2. Under the assumptions in Lemma 1, let a + 2 + -. Then

(4.10)
6

f(q) dS- W#,Kf(Vj,K)
AKCB j=4

-4n-l)-- O(2-4n-(l/L)-51)
ira<3,
ifa>_3

for = 1,...,Ln- L-1.
Proof. There are two types of triangles in Bt. Those triangles that are part of

symmetric pairs of triangles (cf. Fig. 3) are of the first type and the remaining triangles
are of the second type. By analysis of the La + u refinement in 2, the number of
triangles of the first type is O(Nt), where Nt is the number of triangles in Bt. Then
Nt is proportional to 4n-i, where is decomposed as iL + il for 0

_
il

_
L 1.

Since f is smooth on Bt, then by Taylor’s error formula we have

(4.11)
6

f(mK(s, t)) E f(mK(Pj))lj(s, t) HLK(S t) + GLK(S, t; , 7)
j=l
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978 YAJUN YANG AND KENDALL E. ATKINSON

where

We examine (4.11) and we can find the following.
First, HLK(S t) is a polynomial of degree 3. Second, the coefficients of Hf,K(S, t)

are combinations of (V2,K- Vl,K) and (v3,K --Vl,K). For instance, the coefficient of s3

is

(4.12)
1 03
3! Os3 f(mg(O, 0))

1 [ 03 03- Ibex3/(m())(, ,) + Oxo.f(’:())(,x ,)(, ,)

+ ./(,(1))(, ,)(, ,) + _-./(n())(3, ,)3],
where Vj,K (vj,x, vy,y) for j 1, 2, 3. For every symmetric pair of triangles, say A1
and A2, in Bt (see Fig. 3), let

Then

?’n1(8, t) (v3 Vl)8 if- (v2 vl)t q- Vl,

m2(8, t) (v5 Vl)8 if- (v4 vl)t -}- Vl,

v (v,, v,).

Vl V2 --(Vl V4),
Vl V3 --(Vl V5).

We now have for Hf,1 and Hf,2 that the coefficient of s3 in Hf,1 is

(4.13)
1 [ 03 03
3 [-x3 f(ml(pl))(v3’x Vl’x)3 "- 3 0x2Oyf(ml(Pl))(v3’x Vl’x)2(V3y Vl,y)

+ oZo,(,())(, 1,)(, 1,) + -(,1(1))(, ,)

and the coefficient of s3 in HL2 is

(4.14)
1 [ 03 03
3 [x3 f(m2(pl))(v5’x v’)3 + 3 0x20f(m2(p))(v5’ Vl’)2(v5’y v,)

(];L’O y

C3
oy

(03 ]+ 3 :a2:f(rn2(p))(v5, Vl,x)(V5,y Vl,y) 2 -[" __.f(m2(pl))(V5,y Vl,y) 3
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TWO-DIMENSIONAL QUADRATURE 979

Adding (4.13) and (4.14) gives us zero, and an analogous argument holds for the
remaining coefficients. This means that cancellation happens on any symmetric pair
of triangles. It follows that

2 6

A
f (q) dS E E coj,gf(Vj,K)

uA2 K=I j--4

2

K=I

where 6t is the diameter of A1 and A2. This argument is based on Chien [6].
We now bound Gf,K(s,t; , r]) on AK C Bt for K 1,2. Since 1 >_ r(mK(s,t)) >_

rt > 0 for (s, t) E a, and rt O(2-(L+1)i), we have for a < 4,

{ 6 }IC,K(, t; C:, )1 <- O(62) O(r(mK(, ))-) + 0((:(, ,7))-)
j=l

<_ o()o(,-
_< o(e?)o(2(-(+).

The first inequality arises from bounding the individual terms of (04f)/(OasObt), a +
b 4, based on the kind of expansion done in (4.12). Otherwise, for a >_ 4,

6

zx
f(q) dS E cOj,Kf(Vj,K)

1UA2 j=4

< 0(5)0(2(4-)(L+)i) if a < 4,
[ O(Sp) otherwise.

The error contributed by triangles of the first type is as follows. If a < 4,

(4.15)

For a _> 4,

(4.16)
E f(q) dS E cOj,Kf(Vj,K)

AK of first type K j=4

<_ O(N)O(6)_
O(2-4n-(21/g)-61).

For the remaining triangles in Bt, which are those of the second type, the er-
ror contributed by a triangle AK is Hf,K(S, t; , r) by (4.5). By the fact that rt <_
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980 YAJUN YANG AND KENDALL E. ATKINSON

r(mi(s,t)) < 1 for A/ C Bt, and the fact that their numbers is O(x/-), then the
error is bounded by

f O(5)O(r-3)IH: <(s t. )l <
-.o()

ifc <3,
otherwise,

f(q) dS coj,z4f(vj,K)
AK of second type K j--4

0(2-4-tZ) if a < 3,<- O(2-4n-(1/L)-5) otherwise.

The total error over Bt is given by (4.10). [3

LEMMA 3. Under the assumptions in Lemma 1,

(4.18)
6

AK CBo j=4

Proof. The function f is smooth on B0, and B0 is uniformly divided by triangular
elements. By the results in [6], (4.18) follows. S

Combining the above lemmas, we get the following result, which gives the total
error of integrating over S.

THEOREM 1. Let f be of the form (1.1). Then

N 6

f(q) dS E EWj,Kf(vj,K)
K=I j=4

< { o(lnN---’2-) fPl 2,

(c+2)(L+1) andwhere N is the total number of triangles in the triangulation pl 2
p min{pl, 2}.

Proof. We first add all errors contributed by each AK C B1 LJ... U BLn-L-1. For
c < 3, if pl 2 (i.e., - 0),

Ln-L-1

/=1

while

6

f(q) dS- E Ewi,I(f(v,K)
AKCBz j=4

Ln-L-1

<_
/=1

O (2_4n 2-fl _2-(Ln-L))I_2_
_< O(2-)

(1)-O -Ln-L-1

/=1

6

f(q) dS- E EwJ,Kf(Vi,K)
ACB j=4

n (ln N’ for fl O.
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TWO-DIMENSIONAL QUADRATURE 981

When a :> 3, 3 is nonzero. By a similar argument,

Ln-L-1

/=1

6

B
f(q) dS- wy,Kf(Vj,K)

AKCB j=4

1
for a > 3.

Combining the above with Lemmas 1 and 3, we have

N 6

f(q) dS #,Kf(v#,K
K=I j=4

6

f (q) dS EW,Kf(V,g
Ln--i AKCBLn-L j=4

Ln-L-1

/=1

6

f(q) dS Wj,Kf(V#,K
AKCB j=4

f(q) dS
6

AKCBo j=4

___o -/ forO.

+0

And it is O(lnN/N2) for/ 0. The quantity pl is defined in Lemma 1, and p
min{pl, 2 }. Cl

4COROLLARY. Let L be any positive integer greater than -5 1, Then the error

for evaluating the integral over S is O(1/N2). In particular, a la + u refinement gives
an error of 0(1/N2) for any a :> O.

THEOREM 2. Let f be of the form (1.2). Then

N 6

f(q) dS E Wy,Kf(V,K)
K=I j=4

< 0 (lnN 1

where N is the total number of triangles in the triangulation and pl = 2

Proof. The proof is analogous to that of Theorem 1.
4COROLLARY. Let L be any positive integer greater than 1, Then the error

for evaluating the integral over S is O(1/N2). For > O, a la + u refinement still
gives an error of 0(1/N2).

5. Numerical examples. We give numerical examples using the method an-
alyzed in 4. The method was implemented with a package of programs written by
Atkinson, which is described in [1] and [4]. All examples were computed on a Hewlett
Packard workstation in double precision arithmetic.

Example 1. Let S {(x,y) E R2[0

_
r <: 1,0

_
0 <: },

(5.1) f(x, y) r, a > -2.
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982 YAJUN YANG AND KENDALL E. ATKINSON

TABLE
Evaluation with L 1.

c--.1 c--.5

n N Error Order Error Order
4 -2.36E-4 -9.47E-4

2 28 -9.00E-6 1.68 2.90E-6 3.10
3 124 3.97E-7 2.10 3.22E-6 -.23
’4 508 i. 7,13E-8 1;22 2,91E77 .
5 2044 6.95E-9 1.67 2.10E-8 1.89
6 8188 5.70E-10 1.81 1.40E-9 1.95

TABLE 2
Evaluation with c -1.

L=I L=3

n N Error Order N Error Order
1 4 1.49E-1 4 1.-49E-1
2 28 4.01E-2 0.68 52 9.51E-3 1.08
3 124 1.07E-2 0.93 244 5.61E-4 1.83
4 508 2.53E-3 0.98 1012 3.35E-5 1.98
5 2044 6.32E-4 1.00 4084 2.00E-6 2.02
6 8188 1.58E-4 1.00

The results are given in Table 1 for a 0.1, 0.5 with L 1. The column labeled Order
gives the value

ln lEn/En+ll
Pn ln(gn+l/Yn)

where En is the error at level n. Since the theoretical result shows that the error is

O(1/N2), we expect that Pn will converge to 2.
Table 2 gives the results for a -1 with L 1 and L 3. The empirical orders

of convergence pn approach 1 and 2, respectively, as expected.

6. Generalization. We have presented results for only the planar wedge, while
using polynomial interpolation of degree 2 to approximate the integrand and the inte-
gration region. Any other degree of interpolation could also have been used. In such
cases, the definition of the nodes will change appropriately, but the definition of the
triangulation will remain the same, and we will use the La + u refinement.

In addition to using quadratic interpolation, we have also examined the use of lin-
ear, cubic, and quartic interpolation. For linear and cubic interpolation, the function
value at the origin is needed in the numerical integration. We simply let f(0, 0) 0.
The results are consistent with the kind of results we have obtained for the quadratic
case, and they are as follows.

Suppose that we use interpolation of degree d to approximate both the integrand
and the wedge S. Let {ql,...,qv} be the node points in the unit simplex and let

(d+l)(d+2) The{/1,..., lv} be the basis functions in the Lagrange form, where v 2

points {ql,... qv} will be equally spaced over a and of the form (, ), 0 _< i + j _< d.
Define the interpolating operation

7)Nh(s, t) . h(qj)lj(s, t).
j=l
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TWO-DIMENSIONAL QUADRATURE 983

The numerical integration we use is based on integrating this interpolation polynomial;
ie.,

(d)h(q.).
j=l

Assume that the integrand is of the form (1.1). Then with the La + u refinement,
we have

f(q) dS- E ,(d) r
K=I j=l

O In Nn d*
%

(N,*) if Pl-"

0 otherwise,

where Nn is the number of triangular elements in the triangulation. The order p

min{pl d*} pl
(a+.)(L+l) d*2 --g- when d is an even number, and d* +1 when2

d is an odd number. The proof is completely analogous to that given earlier for the
quadratic case. In addition, we need the results for smooth integrands as stated in [6].

The results can be generalized to other integration regions S, for example, a wedge
with the central angle larger than r, triangles, squares, regions containing the origin
as an interior point, etc. We also can generalize this to curved surfaces in Ra, with the
integrand having a point singularity of the type given in (1.1). We omit statements of
these results because they are straightforward.
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