V2

Suppose A [01] =\ [01] and A [w1] = Ao [w1]

Claim:;

If A= AT and )\1 # )\2, then [

U1

V2

] is perpendicular to [wl ]
w2

IL.e., If eigenvectors come from different eigenspaces, then the
eigenvectors are orthogonal WHEN A = A7,

Pt of claim: Al(vlv U2) ' (w17w2) — >\1[Ula 712] [tuljl]

= [v1, v2] Ao [Zl] — Aofv1, v3) [31]

2
= Aa(v1,v2) - (w1, w2)
A1(v1,v2) - (w1, w2) = Aa(v1,v2) - (w1, w2)
implies A1 (v1,v2) - (w1, ws) — Ao (v1,v2) - (wy,ws) = 0.
Thus (A — A2)(v1,v2) - (w1, we) =0
A1 # Ao implies (v1,v2) - (w1, wse) =0

Thus these eigenvectors are orthogonal.



7.1: Orthogonal Diagonalization
Equivalent Questions:

e Given an n X n matrix, does there exist an orthonormal
basis for R™ consisting of etgenvectors of A?

e Given an n X n matrix, does there exist an orthonormal
matrix P such that P1AP = PT AP is a diagonal matrix?

o Is A symmetric?
Defn: A matrix is symmetric if A = A”.

Recall An invertible matrix P is orthogonal if P~! = P*

Defn: A matrix A is orthogonally diagonalizable if there
exists an orthogonal matrix P such that P~1AP = D where
D is a diagonal matrix.

Thm: If A is an n X n matrix, then the following are equiv-
alent:

a.) A is orthogonally diagonalizable.

b.) There exists an orthonormal basis for R™ consisting of
eigenvectors of A.

c.) A is symmetric.

Thm: If A is a symmetric matrix, then:
a.) The eigenvalues of A are all real numbers.
b.) Eigenvectors from different eigenspaces are orthogonal.

c.) Geometric multiplicity of an eigenvalue = its algebraic
multiplicity



Note if {vy,..., v} are linearly independent:

(1.) You can use the Gram-Schmidt algorithm to find an
orthogonal basis for span{vy,...,vn}.

(2.) You can normalize these orthogonal vectors to create
an orthonormal basis for span{vy, ..., vn}.

(3.) These basis vectors are not normally eigenvectors of
A = [vy...vy] even if A is symmetric (note that there are an
infinite number of orthogonal basis for span{vy,...,vy} even
if n = 2 and span{vi, va}is just a 2-dimensional plane)

Note if A is a n X n square matrix that is diagonalizable,
then you can find n linearly independent eigenvectors of A.

Each eigenvector is in col(A): If v is an eigenvector of A
with eigenvalue A\, then Av = Av. Thus %AV = V.
Hence A(5v) =v. Thus v is in col(A).

Thus col(A) is an n—dimensional subspace of R™. That is
col(A) = R", and you can find a basis for col(A) = R"
consisting of eigenvectors of A.

But these eigenvectors are NOT usually orthogonal UNLESS
they come from different eigenspaces AND the matrix A is
symmetric.

If A is NOT symmetric, then eigenvectors from different
eigenspaces need NOT be orthogonal.



IF A is symmetric,
To orthogonally diagonalize a symmetric matrix A:

1.) Find the eigenvalues of A.
Solve det(A — A1) = 0 for .

2.) Find a basis for each of the eigenspaces.
Solve (A — \;1)x = 0 for x.

3.) Use the Gram-Schmidt process to find an orthonormal
basis for each eigenspace.

That is for each A; use Gram-Schmidt to find an orthonormal
basis for Nul(A — \;I).

Eigenvectors from different eigenspaces will be orthogonal,
so you don’t need to apply Gram-Schmidt to eigenvectors
from different eigenspaces

4.) Use the eigenvalues of A to construct the diagonal ma-
trix D, and use the orthonormal basis of the corresponding
eigenspaces for the corresponding columns of P.

5.) Note P~1 = P since the columns of P are orthonormal.



Example 1:

Orthogonally diagonalize A = [; Z]

Step 1: Find the eigenvalues of A:

1 —A 2

det(A—)\]):‘ o 4_ )\

‘:(1—)\)(4—)\)—4
=X —B5X+4—-4=X-5X=XA—-5)=0
Thus A = 0,5 are are eigenvalues of A.

2.) Find a basis for each of the eigenspaces:

A=0:(A-00)=A= [é 421] ” [(1) (2’]

—2
1

AzO:(A—5I):[_24 _21]”[(2) _01]

Thus [ ] is an eigenvector of A with eigenvalue 0.

1

Thus [ 9

] is an eigenvector of A with eigenvalue 5.
3.) Create orthonormal basis:

Since A is symmetric and the eigenvectors [_12] and [;]

come from different eigenspaces (ie their eigenvalues are dif-
ferent), these eigenvectors are orthogonal. Thus we only



need to normalize them:

Thus an orthonormal basis for col(A) = R? = { [

4.) Construct D and P

0 0
D‘[o 5

R

—VTTI=V5

=2
V5
1
V5

| r-

Make sure order of eigenvectors in D match order of eigen-

values in P.

5.) P orthonormal implies P~! = P%

=2

1

Thus P! = [ﬁ VP
V5 Vs

Note that in this example, P! = P, but that is NOT nor-

mally the case.

Thus A = PDP~!

s[5 3]

SISl

s
|
1
o o
S
I
1
SI=Gl

Sl Sl



Example 2: 1 —1 1
Orthogonally diagonalize A = | —1 1 -1

Step 1: Find the eigenvalues of A:

=2 -1 1| |1=x -1 1
det(A-AT)=| -1 1-X —1 |=| -1 1-Ar -1
1 11— 0 —A -\

1= -1 1 1
_(1_”‘ i\ —)\‘_(_1)|—>\ —A‘+O‘1—A —1‘

= (T =XN[(T =X (=) = A+ [N+ A
=(1—=XNN)[T=N+1+22=(1=X)(=A)(2 =)+ 2\
Note I can factor out — A, leaving only a quadratic to factor:
= -1 =X)(2—=-X) = 2]

= AN = 3X+2—2] = —A[X\? =3\ = =3[\ — 3]

Thus their are 2 eigenvalues:

A = 0 with algebraic multiplicity 2. Since A is symmetric,
geometric multiplicity = algebraic multiplicity = 2. Thus
the dimension of the eigenspace corresponding to A = 0

| = Nul(A—0I) = Nul(A)] is 2.
A = 3 w/algebraic multiplicity = 1 = geometric multiplicity.

Thus we can find an orthogonal basis for R where two of
the basis vectors comes from the eigenspace corresponding
to eigenvalue 0 while the third comes from the eigenspace
corresponding to eigenvalue 3.



2.) Find a basis for each of the eigenspaces:

1 -1 1 1 -1 1

2a) A=0:A-0I=A=|-1 1 —-1|~|0 0 0

I -1 1 0 0 0
1 X9 — X3 1 —1
L2 = i) — T2 1 +I3 0
] X3 0 1

17 -1
1, o
0 1

We can now use Gram-Schmidt to turn this basis into an
orthogonal basis for the eigenspace corresponding to eigen-
value 0 or we can continue finding eigenvalues.

3a.) Create orthonormal basis using Gram-Schmidt for the
eigenspace corresponding to eigenvalue 0O:

1 —1
Letvi= 1| andva=1| 0
0 1
1 1 _%
; __ V2V _ —14040 1 o
p’l“Ojlez—VjviVl_ 1+140 1 - 92 (1) — —8



The vector component of vo orthogonal to vy is

1 _1 _1
Vg — ' =1 0] — g !
2 — Projv,vVa = 5 | = 5
1 0 1

Thus an orthogonal basis for the eigenspace corresponding
to eigenvalue 0 is

1
1] -3
1],] !
0 1

To create orthonormal basis, divide each vector by its length:

el

L[| =vVI2+124+02=v2

1
2
| _ /1,1 _ /3

Thus an orthonormal basis for the eigenspace corresponding

to eigenvalue 0 is
( m V2 7)) , _

‘H
3
S
_
||
N
=S
|
S
g

,
|
o
|
A\
)
1
wIiN
L
N



2b.) Find a basis for eigenspace corresponding to A = 3 :

-2 -1 1 1 -1 =2 1 0 -1
A-3[=|-1 -2 —-1|~ |0 -3 3|~ 1|0 1 1
I -1 =2 0 -3 -3 0 O 0

Thus a basis for eigenspace corresponding to eigenvalue 3 is

1
—1
1

FYI: Alternate method to find 3rd vector: Since you have
two linearly independent vectors from the eigenspace cor-
responding to eigenvalue 0, you only need one more vec-
tor which is orthogonal to these two to form a basis for
R3. Note since A is symmetric, any such vector will be an
eigenvector of A with eigenvalue 3. Note this shortcut only
works because we know what the eigenspace corresponding
to eigenvalue 3 looks like: a line perpendicular to the plane
representing the eigenspace corresponding to eigenvalue 0.

3b.) Create orthonormal basis for the eigenspace corre-
sponding to eigenvalue 3:

We only need to normalize:

1
—1||{|=v12+(-1)2+12=+3
1




Thus orthonormal basis for eigenspace corresponding to eigen-|j
value 3 is

17
v
V| |
1
\ L ﬁ-/
4.) Construct D and P
-1 1 1 -
000 o
D=1]0 0 0], P=|vVv2 V6 ~ V3
0 0 3 0 \ﬂ il
i 3 /3 -

Make sure order of eigenvectors in D match order of eigen-
values in P.

5.) P orthonormal implies P~! = P*

_L L O_
V2 V2
-1 __ 1 1 2
Thus P~ = _1% 761 15
- V3 V3 /3
1 -1 1
Thus | -1 1 —-1|=A=PDP ! =
1 -1 1
-1 1 1 - -1 1 0
e U V2 V2
—= ==  ——= 1 1 2
V2 Ve va [ |0 0 0 == —& 5
0 2 1 0 0 3 S T
. 3 V3 - - V3 V3 V/3-




