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Assuming at least s processors on a parallel computer, the local cost on the ith
processor of computing the matrix-vector product Ku consists essentially of:

• one matrix-vector product with matrix M ;
• one matrix-vector product with matrix J ;
• some communication with other processors according to the nonzero coeffi-
cients of the ith row of matrix TAT−1.

The local cost on the ith processor of computing the matrix-vector productQv consists
essentially of:

• one decomposition of matrix Hi;
• solving two linear systems with the decomposed matrix Hi;
• one matrix-vector product with matrix M ;
• one matrix-vector product with matrix J ;
• some communication with other processors according to the nonzero coeffi-
cients of the ith row of matrix Ω.

Remark: When γi = γ is the same value for i = 1, . . . , n we can express
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and the matrix-vector products with matrix J are not needed anymore in the com-
putation of the matrix-vector product Qv.


