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Summary

I Synchronized activity is crucial for brain function:
I Occurs at multiple levels (neuronal or regional)
I Related to many pathological conditions (Parkinson’s disease & epilepsy)

I In realistic networks, complex patterns of synchronization emerge:
I (Complete) synchronization
I Cluster synchronization (e.g. phase lock)

I Finding the conditions that foster synchronization is critical to
understanding biological systems. Useful tools:
I Contraction theory & Algebraic graph theory

Synchronization definitions

I Synchronization: N coupled systems, x1, . . . ,xN ∈ Rn, converge
to a forward-invariant manifold, called synchronization manifold :

S1 :=
{

x ∈ RnN
∣∣∣ x1 = · · · = xN, xi ∈ Rn

}

I Cluster synchronization: N coupled systems, x1, . . . ,xN ∈ Rn,
partitioned in K ≤ N groups, converge to a forward-invariant
manifold, called cluster synchronization manifold :

SK :=

x ∈ RnN
∣∣∣ x1 = · · · = xc1︸ ︷︷ ︸

cluster 1
, . . . ,xN−cK +1 = · · · = xN︸ ︷︷ ︸

cluster K
, xi ∈ Rn



Network model

I Dynamics of a network of N nodes, xi ∈ Rn, i = 1, . . . ,N:

ẋi(t) = fi
(
xi(t), t

)
+

∑
j∈Ni

γ ijD
(
xj(t)− xi(t)

)
Ni : neighbors of xi

I Nonlinear intrinsic dynamics of each node: fi

I Linear diffusive coupling: Diffusion matrix D ∈ Rn×n is diagonal and
indicates which dimensions of the dynamics are coupled.

I Laplacian matrix with eigenvalues 0 = λ(1) ≤ λ(2) ≤ · · · ≤ λ(N):

Lij =


∑

k∈Ni γ
ik i = j

−γ ij i 6= j , j ∈ Ni
0 otherwise
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Contraction theory 1

I Contractive system: ẋ = f(x) is contractive, if any two
trajectories u & v converge to each other exponentially:

‖u(t)− v(t)‖ ≤ eµt‖u(0)− v(0)‖, µ < 0

I Matrix measures (Logarithmic norms)
(X , ‖ · ‖X): a finite-dim normed vector space over R or C
L(X ,X ): normed space of linear transformations A : X → X with
the induced operator norm

‖A‖X→X = sup
x 6=0

‖Ax‖X

‖x‖X

matrix measure µX [·] induced by ‖ · ‖X is defined as the
directional derivative of the matrix norm:

µX [A] = lim
h→0+

1
h

(
‖I + hA‖X→X − 1

)
I A sufficient condition for contractivity If ∃ ‖ · ‖X s.t.

supx µX [Jf(x)] < 0, then ẋ = f(x) is contractive. (Jf: Jacobian)

Sufficient conditions for synchronization2 with homogenous
fi = f

I Q: a positive definite matrix s.t. Q2D + DQ2 is positive definite.
I ‖x‖2,Q := ‖Qx‖2: a Q weighted L2 norm
I µ2,Q[A]: matrix measure induced by ‖ · ‖2,Q

I µ := sup(x ,t) µ2,Q
[
Jf(x , t)− λ(2)D

]
Then for any solution x, ∃ a solution x̄ such that

‖x(t)− x̄(t)‖2,IN⊗Q2 ≤ eµt‖x(0)− x̄(0)‖2,IN⊗Q2

⊗ : Kronecker product
For µ < 0, the dynamics synchronize xi(t)− xj(t)→ 0 as t →∞.
For some graphs (complete, star, linear), this result is true for any Lp norms3.

Cluster-input-equivalence condition & invariant cluster
synchronization manifold

I Cluster synchronization arises in heterogeneous networks 4.
1. K ≤ N groups C1, . . . ,CK with identical intrinsic dynamics: fCr .
2. Cluster-input-equivalence (CIE):56 for any x r

Ci
, xs

Ci
in Ci,∑

k∈N
Cj

r

γrk =
∑

k∈N
Cj

s

γsk

(N Cj
r – indices of neighbors of r in group Cj.)

I Then, the cluster synchronization manifold SK is forward-invariant
(necessary condition for cluster synchronization).
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Main result

Consider a network with dynamics

ẋk
Cr

(t) = fCr

(
xk

Cr
(t), t

)
+

∑
j∈N k

γkjD
(
xj

Cr
(t)− xk

Cr
(t)
)

k = 1, . . . , ci

(K clusters with homogenous intrinsic dynamics) that satisfies CIE.
Objective: Find conditions on network structure, coupling weights,
and intrinsic nodal dynamics, that guarantee convergence to SK .

Graph decomposition:
I G: interconnection graph
I Gr : subgraph describing connections

within cluster r , λ(2)
Cr

: 2nd eigenvalue
I Ḡ: subgraph describing connections

among clusters, λ̄(2): 2nd eigenvalue

Sufficient conditions for cluster synchronization with
heterogeneous fi

Let µ := maxr sup(x ,t) µ2,Q

[
JfCr

(x , t)−
(
λ

(2)
Cr

+ λ̄(2)
)

D
]
. Then for any

solution x, ∃ a solution x̄ s.t.

‖x(t)− x̄(t)‖2,IN⊗Q2 ≤ eµt‖x(0)− x̄(0)‖2,IN⊗Q2

For µ < 0, the dynamics in each cluster synchronize: ∀i , j ∈ Cr ,

xi
Cr

(t)− xj
Cr

(t)→ 0 as t →∞

Neuronal network: Fitzhugh-Nagumo & Hindmarsh-Rose

Network of Fitzhugh-Nagumo (FN) and Hindmarsh-Rose (HR) oscillators:

2D reduction of Hodgkin-Huxley:

ẏ = y − y3/3− z − a + I
ż = ε(y − bz)

2D version of Hindmarsh-Rose:

ẏ = y3 + cy2 + z + I
ż = δ(1− 5y2 − z)

Sufficient condition for synchronization with diffusion matrix D = diag(γ, 0):

γ >
1

λ
(2)
Ci

+ λ̄(2)
max

0<p<
√

3
25δCi

 −(2cCi − 5)2

4(25δCip2 − 3)
+

1
4δCip

,
c2

Ci

3
− δCi,1 + αj

 , αj =

(
εCjp − 1/p

)2

4bCjεCj


